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Focus on adopting 
data-driven solutions 
through co-creation

IT nerds with a social 
character: we think 

along with the customer

A team of 20 highly 
educated data 
professionals

Connecting different data 
sources and transform

the raw data into a 
useful format.

The development of 
predictive and generative 

AI models

Data 
Engineering

Data 
Analytics

Data Science

The creation of valuable 
insights through data 

visualizations in the form 
of dashboards. 

Datacation: Who are we?



Large Language Models: What are they?

Language Models (LMs) are AI models that 
use text as input and/or output:

• They have existed for decades: the spam filter 
was one of the first large-scale applications

• They couldn't handle more complex text very well

• Think, for example, of the old Google Translate 
(<2016)
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Large Language Models: What are they?

Nowadays (approximately since 2017), modern 
Large Language Models (LLMs):

• Large models: deep neural networks with tens of 
millions to billions of parameters

• Good at understanding the meaning of text, not 
just the words present.

• Trained on massive amounts of text, often 
without a specific task (foundation model).

• Can be fine-tuned for a specific task with 
relatively little data (or fine-tuning may not be 
necessary at all).

• (Chat)GPT is the most well-known, but there are 
thousands of other LLMs.
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LLMs: Where are they good at?

Analytical tasks:

• Classification (categorization)

• Finding similarities (e.g., for searching)

• Searching for specific information in text

Generative tasks:

• Generating text

• Summarizing

• Rewriting

• Translating

Combination:

• General or specific chatbot

• Quickly getting an overview of a topic

• Generating content
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LLMs: Where do you get them?
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Commercial providers:

• Microsoft / OpenAI

• IBM

• Google

• Amazon

Public domain (open-source):

• Models from large organizations, 
researchers, and hobbyists

• Often trained on specific domains



LLMs: Where do you get them?
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LLMs: Where do you get them?

Commercial providers

Advantages

• Many possibilities

• Good performance

• Everything is taken care of for you

Disadvantages

• Costs

• Calls can be (relatively) slow

• Mostly for generic purposes
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Public domain (open-source):

Advantages

• Many domain-specific models

• Free (also for commercial purposes)

• Can be hosted locally

Disadvantages

• Sometimes lower performance

• More configuration required

• Not available for every specific purpose



3 different use-cases

3 different solutions

Email handling
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Use case 1

13

• The Sales department of a distributer of spare parts, handles many 
emails a day

• The AI-tool sorts all incoming emails to create focus, overview and 
priority

• The AI-tool reads all emails and attachments (PDF and Excel) and 
determines:
• Main category: order (1), tender-offer (2-6), other (7) of replies (7R)

• Type of customer (2 and 5)

• The brand that is requested (A-D)
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Solution 1

18

• The emails get sorted real-time

• Created our own model, based on a traditional Language Model, 
hosted on client’s server

• Integration with Outlook

• Pro:

• When running, no costs per email

• Con:
• Higher initial investment (development costs)



Use case 2

19

• Company in the shipping industry: a middleman between 
Shipping companies and Cargo companies

• Cargo companies send email requests for their cargo, looking for 
a ship

• Many abbreviations and domain language 

• Our client needs to schedule the shipping routes

• The AI-tool subtracts 5 fields required for efficient planning:
• Product Quantity
• Point of Loading Point of Discharge

• Date (Laycan)



Examples



Solution 2
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• Self trained Large Language Model, hosted in the Cloud (AWS)

• Integration with Planning software

• Pros:
• When running, no costs per email, only hosting costs

• Model trained specifically for these emails

• Con:
• Higher initial investment (development costs)



Use case 3

22

• The customer support departement of a supplier of personalized 
gifts, handles many emails a day

• They want to decrease their average responding time and 
optimize their workflow

• Three use-cases:
• Email classification

• Email summary

• Personal follow-up on tender offers

Classify, Summarize and respond  
with unique answers on standard 
questions



Solution 3

23

• Using OpenAI model in Azure

• GPT3.5

• Integration with Outlook and internal software

• Pros:
• Low initial investment (development costs)

• Easy to upgrade to better models (GPT4)

• Con:

• Costs per email
Classify, Summarize and respond  
with unique answers on standard 
questions



Your virtual colleague

Standard work
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Large Language Models can use their excellent understanding of language to:

1. Quickly find the right section of the correct instruction;

2. Provide immediate answers to questions and engage in conversation about them;

3. Accelerate the standardization of standard work.

→ Your virtual colleague

Use case 4

Challenge

• Company has standard work instructions for various processes and clients

• Current storage in an online file system causes time and energy inefficiencies for team members

• New colleagues struggle to find the right information

Solution
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Conclusion

• In addition to ChatGPT, LLMs offer many possibilities

• LLMs are highly versatile, but not the solution for everything

• Three similar use cases, but three different solutions

• The solution is situation-specific, so seek advice
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LinkedIn

j.oosterkamp@datacation.nl

LinkedIn

r.zoetekouw@datacation.nl



When ‘the model 
works’ is not enough

watsonx.governance 

Joost B. Vos, Ph.D.,
Technical Specialist NLP & Data Science



IBM and AI ↷

1997 Deep Blue Chess 2012 Jeopardy 2019 Project Debater



Large Language Models in IBM products since 2018 ↷

Watson Discovery Watsonx Assistant



Typical Use Case ↷



In Out

The Black Box problem ↷



How to move to a trustworthy enterprise-grade solution ? ↷

Regulations & EU AI Act



Governance regulations ↷



Toolkit

How do you keep overview on your AI ↷

Direct

Monitor

Manage



watsonx.governance

How do you keep overview on your AI ↷

1. Automate | AI processes w/ GRC

2. Monitor | AI models → take action

3. Translate | Regulations into policies

4. Visibility | For reports/dashboards



This is how we do it ↷

Build Model Deploy ModelToolkit

Model Inventory

Evaluate & Monitor

Model Risk & 
Governance

Real-time

Nutrition label



EU has defined four categories 
of Risk – based on Use case

1. Unacceptable Risk

2. High Risk

3. Limited Risk

4. Minimal Risk

39© 2023 IBM Corporation

Why? EU AI Act! 

Anticipate on regulations ahead ↷



Tamper proof cap 

Food label

Clear Glass Bottle

Sanitary Production
Factory Tour

Pure Food and Drug 
Act

-Robustness

-Transparency

-Explainability
-MRG (Regulatory 
Compliance)

-Explainability

-Transparency
- ModelOps

IBM’s Recipe for Trustworthy AI

Story credits: Carlvin Paris (cparis@us.ibm.com)
Referenced in Varshney, Kush R. Trustworthy Machine Learning. Independently Published, 2022

© 2023 IBM Corporation

Importance of Governance ↷

Explained by way of the 1890 
Heinz Glass Bottle

mailto:cparis@us.ibm.com
https://www.amazon.com/Trustworthy-Machine-Learning-Kush-Varshney/dp/B09SL5GPCD


The first end-to-end enterprise governance available
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The AI Alliance ↷

Advance safe and responsible AI 
rooted in open innovation

https://thealliance.ai/

https://thealliance.ai/




Microsoft GenAI

and Copilots

Presenter: Arash Nezami
Cloud Solution Architect Data & Analytics

Arash.Nezami@microsoft.com



The AI 

technology 

is here



Every AI workload benefits

from silicon optimization

Microsoft Copilot Your AI apps

Azure AI



Microsoft 

Copilots
Bing

Better Q&A and task 

completion 

Edge

Better interaction 

with web content

Copilots for Web

Word

Better reading 

and writing 

assistance

Better e-mail 

management

Outlook

Copilots for Productivity

Better data 

analysis
Better 

presentations

Excel PowerPoint Teams

Better 

Meetings

Business 
Chat

Better knowledge 

management

M365 Copilot

Fabric Copilot

Better data analytics and 

business intelligence

Copilots for Analytics

GitHub Copilot

Better code 

development

Copilot for Development

Dynamics Copilot

Better sales and 

customer support

Copilots for Business

Windows Copilot

Better interaction with 

OS, apps, and files

Copilot
for Everyday

Power Platform Copilot

Better creation of apps, 

workflows, and agents

Copilot for Low/No Code 
Development

Security Copilot

Better threat detection, 

identification, and mitigation

Copilot for Security

Better digital 

creations

Designer

Copilot 
for Creativity



M365 Copilots



Microsoft copilot/Bing chat: 

describe this image, what is hapening there?



Anatomy 

of a 

Copilot



Microsoft

Developers



Announcing

Generally 

available

Copilot Chat 

New

Pull requests

New

Copilot in 

GitHub Mobile

New

Copilot 

Enterprise 



Copilot as a assistant to generate code and explain existing code



Microsoft

OpenAI

aka.ms/OpenAI

https://aka.ms/OpenAI


ChatGPT

ChatGPT

Runs on Azure Cosmos DB & AI Search

Runs on Azure Kubernetes Service

Developed using GitHub

Fastest
growing consumer 

product in history



Prompt: 

Write a tagline for an ice 
cream shop.

Response: 

We serve up smiles with every 
scoop!

Prompt: A white Siamese cat

Response:

Text to Text Text to Image

“ChatGPT” (GPT-3.5 / GPT-4) DALL·E 2 / 3

Prompt: Explain this meme

Multimodal

GPT-3.5V / GPT-4V

Response: This meme is a joke that 
combines two unrelated things: 
pictures of the earth from space 
shown as chicken nuggets



Announcing

Latest Azure

OpenAI models

Preview

GPT-4 Turbo
Preview

DALL·E-3
Preview

GPT-4 Turbo 
with Vision

aka.ms/AzureOpenAIService

https://techcommunity.microsoft.com/t5/ai-azure-ai-services-blog/azure-openai-service-announces-new-models-and-multimodal/ba-p/3978865


Azure OpenAI Service
GPT-4 Turbo with Vision

Enable multimodal
GenAI with video, 

image and text

Unlock new scenarios 
with integrated 

Azure AI Vision support

Augment RAG pattern  
with images and 
Azure AI Search

aka.ms/AzureOpenAIService

https://techcommunity.microsoft.com/t5/ai-azure-ai-services-blog/azure-openai-service-announces-new-models-and-multimodal/ba-p/3978865


Announcing

Fine-tune your 

Azure OpenAI models

Fine-tuning for 
GPT-3.5 Turbo

Fine-tuning 
for GPT-4



Generally available

Vector Search in 

Azure AI Search 
Revolutionary information retrieval 

for GenAI applications



Retrieval Augmented Generation (RAG)
Anatomy of the workflow

App UX Orchestrator

User question

Retriever over 

Knowledge Base

Large Language 

Model

Query for 

relevant content

Answer

Search results
R

Prompt + Knowledge
A

Response
G



Microsoft

Open source



Preview

Azure AI Studio

Unified 

platform

Hybrid and 

semantic search

Full development 

lifecycle
PromptFlow

Safe and 

responsible AI

AI.Azure.com

https://ai.azure.com/


New

Model catalog

Stable 

Diffusion
Code Llama Mistral 7B

NVIDIA

Nemotron-3 8B

aka.ms/OpenModels

https://aka.ms/OpenModels


Announcing

Model as a Service 

with Azure AI

Meta’s 
Llama 2

Mistral’s 
premium models

G42’s Jais
Cohere’s

Command

Ready to 
use APIs

Hosted 
finetuning

Integrated with 
leading LLM tools

aka.ms/ModelsAsAService

https://aka.ms/ModelsAsAService


Copilot in Microsoft Fabric
The unified data platform for the era of AI

OneLake

Data 

Factory

Synapse Data 

Engineering

Synapse Data

Science

Synapse Data

Warehousing

Synapse Real 

Time Analytics
Power BI

Data

Activator

Purview

Unified

architecture

Unified 

experience

Unified 

governance

Unified 

business model

Copilot in Microsoft Fabric

Microsoft Confidential: Content is shared under NDA



Copilot in Microsoft Fabric at Ignite 2023
The unified data platform for the era of AI

Copilot in Microsoft Fabric

Power BI

Quickly create report 

pages, natural language 

summaries, and generate 

synonyms. 

Synapse Data

Science

Quickly generate code 

in Notebooks to help 

work with Lakehouse 

data and get insights.

Data 

Factory

Quickly clean and 

move data using 

Dataflows and Data 

Pipelines.

More experience shipping monthly



©Microsoft Corporation

Get started creating report 

pages with Copilot for Power 

BI

Demo

1. Understand your dataset 

quickly

2. Get suggested topics for 

report pages

3. Create pages for high-

level topics

4. Use our editing tools to 

customize your report



Copilot in PowerBI on top of SAP tables



Microsoft Fabric Copilot for notebooks



Resources

Azure OpenAI - aka.ms/AzureOpenAIService

Microsoft Copilots - Copilot for Development 
(GitHub Copilot) - aka.ms/GitHubCopilot, 

Power Platform Copilot -
aka.ms/PowerPlatformCopilot

Microsoft Fabric Copilot -
aka.ms/FabricCopilot

Azure AI Studio - AI.Azure.com



Thank you.



CH A T GPT E N  A N D E RE LLMS

B E D A N K T  V O O R  J E  A A N D A C H T !

Volg van het FME Platform AI for Industry ook een AI Deep Dive sessie over de 
toepassing van ChatGPT en andere Large Language Models

Meer informatie:

• Datacation – Ralf Zoetekouw r.zoetekouw@datacation.nl & Job Oosterkamp 
j.oosterkamp@datacation.nl

• IBM – Joost Vos Joost.Vos@ibm.com
• Microsoft – Arash Nezami Arash.Nezami@microsoft.com

mailto:r.zoetekouw@datacation.nl
mailto:j.oosterkamp@datacation.nl
mailto:Joost.Vos@ibm.com
mailto:Arash.Nezami@microsoft.com


F M E  A I  F O R I N D U S TRY J A A REVEN T

Bedankt voor 

je aandacht!
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